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ABSTRACT
On-line decision augmentation (OLDA) has been considered as a
promising paradigm for real-time decision making powered by Ar-
tificial Intelligence (AI). OLDA has been widely used in many ap-
plications such as real-time fraud detection, personalized recom-
mendation, etc. On-line inference puts real-time features extracted
from multiple time windows through a pre-trained model to eval-
uate new data to support decision making. Feature extraction is
usually the most time-consuming operation in many OLDA data
pipelines. In this work, we started by studying how existing in-
memory databases can be leveraged to efficiently support such
real-time feature extractions. However, we found that existing in-
memory databases cost hundreds or even thousands of millisec-
onds. This is unacceptable for OLDA applications with strict real-
time constraints.We therefore propose FEDB (FeatureEngineering
Database), a distributed in-memory database system designed to
efficiently support on-line feature extraction. Our experimental re-
sults show that FEDB can be one to two orders of magnitude faster
than the state-of-the-art in-memory databases on real-time feature
extraction. Furthermore, we explore the use of the Intel Optane
DC Persistent Memory Module (PMEM) to make FEDB more cost-
effective. When comparing the proposed PMEM-optimized persis-
tent skiplist to the FEDB using DRAM+SSD, PMEM-based FEDB
can shorten the tail latency up to 19.7%, reduce the recovery time
up to 99.7%, and save up to 58.4% total cost of a real OLDA pipeline.
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Figure 1: Workflow of AI-powered OLDA Systems

1 INTRODUCTION
Over the past decade, artificial intelligence (AI) has increasingly
attracted a significant amount of attention from both academia
and industry. As computational power increases, AI makes sub-
stantial progress in integrating into the daily work routines of en-
terprises to improve productivity. In various fields such as finan-
cial services, healthcare, retail and transportation, on-line deci-
sion augmentation (OLDA) powered by AI has become one of
the fastest-growing and promising paradigms to enable timely de-
cision making. According to the latest report from Gartner [59],
the market value of OLDA will reach $2.2 billion by 2025 and ac-
count for 44% of AI market value by 2030. Therefore, this paper
focuses on improving the performance and cost-effectiveness of
OLDA pipelines.

We have studied many OLDA pipelines in the real world, and
the designs are similar. Fig. 1 shows a representative OLDA work-
flow from 4Paradigm, anOLDA solution provider in China. Similar
workflows can be found in other OLDA systems. A typical OLDA
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system consists of two separated sub-systems, (1) the off-line train-
ing system that derives a trainedmodel for a specific problem using
historical data and (2) the on-line inference systemwhich interacts
with the front-end (e.g. software/mobile app/website) to process
prediction/scoring requests. The result of the on-line inference is
calculated through the trained model by feeding the extracted fea-
tures as its input. The response time of these requests is the key
performancemetric of the entire OLDA system as it directly affects
the user experience. Thus, many OLDA pipelines have rigid time
constraints on such real-time feature extraction operations.

Most of the real-time features are required to be computed over
multiple time windows. To achieve low-latency feature extraction,
existing in-memory databases can ideally be leveraged for these op-
erations. Specifically, with in-memory databases, the on-line fea-
ture extraction process involves a new record insertion followed
by an enormous number of concurrent analytical queries related
to the new record. However, our studies showed that the latency
of extracting real-time features grows proportionally to the num-
ber of time windows in two state-of-the-art in-memory databases.
As a result, if we increase the number of time windows to get bet-
ter prediction accuracy, the response time will be unacceptable for
those OLDA systems that have strict timing constraints.

In this paper, we propose FEDB (FeatureEngineeringDatabase),
a distributed in-memory database system that specifically designed
to efficiently support on-line feature extraction in OLDA systems
with its LLVM-based [67] query execution engine and in-memory
structure based on a double-layered skiplist.

In order to further reduce the total ownership cost of FEDB, we
propose taking advantage of the recently announced persistent
memory product named Intel® Optane™ DC Persistent Memory
Module (PMEM). PMEM has a lower per-GB cost, higher density
and is non-volatile compared with DRAM. Previous studies [8, 15,
16, 34, 37, 40, 48, 62, 69] have shown that making in-memory data
structures persistent in PMEM without compromising data consis-
tency is a non-trivial task. Specifically, we extend FEDB with a
PMEM-optimized persistent skiplist.

Our contributions are summarized as follows:

• We describe and analyze the entire data processing work-
flow of OLDA using an example from the fraud detection
system of 4Paradigm.We summarize the characteristics and
challenges on efficiently supporting the OLDA applications.
• We propose FEDB for more efficient real-time feature ex-

traction.We also introduce FEQL (Feature ExtractionQuery
Language), a SQL-like language to facilitate feature extrac-
tion in FEDB. The FEQL engine utilizes the LLVM compiler
framework for efficient query compilation and execution.
• We propose a PMEM-optimized persistent skiplist and in-

tegrate it into the storage engine of FEDB. Our proposal
not only improves the utilization of PMEM, but also enables
faster recovery.
• Under the real-world fraud detection workloads, our exper-

imental results show that, FEDB can be up to two orders of
magnitude faster than the state-of-the-art commercial data-
base systems. Furthermore, PMEM-based FEDB can shorten

up to 19.7% of the tail latency, reduce up to 99.7% of the re-
covery time, and save up to 58.4% total cost of the fraud
detection system compared to FEDB using DRAM+SSD.

The rest of the paper is organized as follows. Sec. 2 introduces
the background of OLDA, on-line feature extraction and PMEM.
Sec. 3 states the motivation of this study. Sec. 4 proposes the design
and implementation of FEDB, followed by the details of the PMEM-
optimized design in Sec. 5. The experimental results are shown in
Sec. 6 and Sec. 7 concludes this paper.

2 BACKGROUND & RELATEDWORK
2.1 On-line Decision Augmentation (OLDA)
Over the years, OLDA has attracted significant interest from both
industry and academia. According to the report from International
Data Corporation [25], 4Paradigm is ranked first in China for mar-
ket share amongst all machine learning platforms. It has provided
OLDA solutions and helped 8, 000+ customers in 12, 000+ scenar-
ios to complete AI transformation during the past 5 years.

We will dive deeper into the OLDA pipelines with the fraud
detection system from 4Paradigm that is in active deployment as
an example. In the deployment, the AI-powered solution is able
to detect fraud instantly with high accuracy, and it has already
helped thousands of millions of users from a top bank in China. As
shown in Fig. 1, when a user swipes his/her credit card through
a point-of-sale (POS) device, the credit card transaction is sent to
an API server requesting for a prediction on whether it is a fraud.
Upon receiving the request, the OLDA system first inserts the new
transaction into an in-memory database then immediately extracts
features based on the user’s and shop’s profile, historical transac-
tions, etc. These features are fed into a pre-trained machine learn-
ing model that scores and predicts the probability of the current
transaction being a fraud. At a later stage, the final prediction re-
sult is checked against the user’s behavior (such as whether the
user reports the trade as a fraud, etc) and used as feedback for off-
line training to further tune the model.

In the entire OLDA processing cycle, the timeliness of on-line
inference is one of the most important factors for the system per-
formance, which is also the main focus of this paper. The on-line
inference process consists of several steps including the on-line
feature extraction, scoring and prediction. All these steps have to
be completed within tens of milliseconds after users swipe their
credit card. In the entire process, we found that the on-line feature
extraction is the most time-consuming part and a major bottleneck
in reducing the response time of the OLDA applications [70].

2.2 Online Feature Extraction
Feature extraction can be recognized as obtaining the “hidden in-
formation” in the raw data that is the key to achieve better accu-
racy of the trained model. For example, detecting fraud is highly
related to recent behaviors, and real-time features make a great im-
pact on improving the prediction accuracy. As shown in Fig. 2, the
extraction of real-time features has the following characteristics.

Firstly, most of the real-time features have to be computed us-
ing the information from the newly generated transaction record,
thus, these features can not be pre-extracted until the new record
is received. For instance, the feature that records the difference in
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Figure 2: An Illustration of On-line Feature Extraction of Fraud Detection System in 4Paradigm

the amount between the last and new transaction can only be cal-
culated after getting the new record.

Secondly, most real-time features are time-related and required
to be computed over multiple time windows. For example, based
on the shops or time-of-the-day the transactions most frequently
happened, a user’s habit can be inferred. To fully describe a user’s
recent (e.g., 1/5/30/60 minutes), medium-term (e.g., 1/3/7 days) and
long-term (e.g., weeks or months) purchasing habits, we need to
look into multiple time windows. Based on our experience, the
more time windows are involved in the feature extraction process,
the more accurate the prediction will be.

Lastly, OLDA systems extract a large number of real-time fea-
tures to achieve high prediction accuracy. In practice, we have ex-
tracted thousands of the real-time features for each prediction in
our real-world fraud detection system, which dominates the over-
all response time. From the database point of view, the real-time
feature extraction can be represented as inserting a new record,
followed by a large number of queries in previous time windows.

2.3 Database Support for OLDAWorkload
To support OLDA applications efficiently, we have revisited sev-
eral relevant database systems. Relational in-memory databases
that support OLTP, OLAP, or HTAP workload are potential can-
didates to efficiently support the feature insertions and queries in
previous time windows. The OLTP databases widely use a row-
based storage engine focusing on optimizing transactional inser-
tion performance [23, 35, 45], and the OLAP databases apply a
column-based storage engine that is more suitable for read-only
analysis workload [6, 56–58, 71, 72]. OLDA workloads differ from
OLTP/OLAP workloads. OLDA is similar to HTAP in that both
reads and writes are involved [5, 18, 42, 43, 54]. However, OLDA
considers the combined “insert + queries” operations as a unique
pattern of “one insertion followed by aggregation queries on a
large number of columns over multiple time windows”. The lat-
ter queries always require the prior insertion to compute their re-
sults. Time-series databases (TSDB), such as the TimescaleDB in
PostgreSQL [26], InfluxDB [27], etc, were originally designed and
optimized for applications such as distributed system monitoring

and the Internet of things. The workload optimized by TSDB is
also different from the OLDA workload. In TSDB workloads, 95%
- 99% of operations are write operations [2]. OLDA workloads, on
the other hand, have a large number of read-only queries. There
are a number of recent works aimed at better supporting AI work-
loads [3, 12, 22, 36, 38, 41, 50, 52, 53, 55, 61]. However, to the best
of our knowledge, there are no database design dedicated to the
OLDA workload.

2.4 Intel Optane DC Persistent Memory

Table 1: Data Size of Our Fraud Detection System

# of Users # of Cards Historical
Trans. Mem. Usage

0.7 billion 1 billion >1 billion >3 terabytes
As shown in Table 1, the in-memory data of our real-world fraud

detection occupied more than 3 terabyte (TB) of memory. We can
only store the transactions of the last 3 months due to the DRAM
capacity limitation. When using the database replica during the
deployment, it further doubles/triples the memory usage and sig-
nificantly increased the hardware cost.

The gap between the huge memory demand and the physical
limitation of DRAM capacity in a single server significantly in-
creased the overall cost of the OLDA solution. Compared with
DRAM, the non-volatile random access memory (NVRAM) provides
much larger capacity [34], and it gives us a way to address the
above issue. NVRAM is a set of persistent memory technologies
that provide byte addressable random access and the capability
to persist data even after power failure. Intel Optane DC Persis-
tent Memory Module (PMEM) [28] is the first commercial product
of the Non-volatile memory technology now available in the mar-
ket. PMEM provides similar performance yet at a lower price per
GB [1]. This technology gives us a new option to tackle “memory-
hungry” applications. As shown in Fig. 3, PMEM can work in two
modes: Memory Mode and App Direct Mode.

Memory Mode: PMEM is working as the system memory while
DRAM works as a direct-mapped cache. The operating system can
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Figure 3: Intel Optane DC Persistent Memory Module

directly use the entire PMEM as a ‘large’ memory. Note that al-
though PMEM is non-volatile, there is no persistency guarantee
for in-memory data in this mode. However, existing in-memory
applications will work as before without modification.

App Direct Mode: This mode provides a way to directly access
PMEM. The operating system recognizes PMEM as a persistent
memory device. When PMEM is mounted with a PMEM-aware file
system (such as Ext4/XFS-DAX and NOVA [68]), a user application
can map a file into the user memory space. By using POSIX API
mmap, the applications can directly access PMEM without the
overhead of kernel system calls.

A series of works have been done to explore the integration of
PMEM into the system design [4, 7, 9, 11, 13, 19, 20, 44, 47]. Due
to the read/write performance gap between DRAM and PMEM, a
number of works [8, 10, 37, 48, 51, 60, 63, 64] have been proposed to
reduce the performance penalty of writes when applying PMEM.
Encouraged by those studies, we studied the PMEM-based data
structure to reduce the total ownership cost of OLDA applications.

3 MOTIVATION
3.1 Motivations with Existing In-Memory

Databases

card_id timestamp C_1 . . . C_N amount
“pk_1” 1593724369565 groupX . . . groupX

“pk_1” 1593724369665 groupX . . . groupX

… … groupX . . . groupX

“pk_1” 1593724469565 groupX . . . groupX

“pk_2”

…

“pk_2000”

Window 1

Window 2

Window X

Number of Catalogs

Number of
Time Windows

Figure 4: Table Schema Example

As discussed in Sec 2.3, online feature extraction in OLDA sys-
tems can be done using existing in-memory database systems. In
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Figure 5: Performance of Extracting Real-time Features over
Varied Number of Time Windows

practice, real-time feature extraction can be done via TopN queries
on different columns over multiple time windows. However, we
found that their performance cannot meet the strict timing con-
straints of real-world OLDA applications such as fraud detection.
We perform a case study with the OLDA pipeline mentioned in
Fig. 2. A sample table schema is shown as Fig. 4. The table can be
wide, consisting of (1) card_id, (2) timestamp, (3) amount and (4) cat-
alog[1..N]. Those columns are designed for the TopN queries. For
example, shop_info can be transformed into multiple columns like
catalog1(C_1) having a value from the set {supermarket/canteen…}
to describe the types of shops, catalog2(C_2) having a value from
the set {morning/afternoon/night…} to describe what time-of-the-
day the transactions happened, etc. In addition to the primary key
being the combination of (card_id, timestamp), extra indexes for
each column that are required to perform the TopN queries are
also maintained in the form of a combined index with timestamp
so as to obtain the best performance.

Given the card_id of ‘D’, a current timestamp ‘CUR_TS’ and
a time window ‘W’, we can execute a SQL query like ”SELECT
GROUP_CONCAT(catalogX) FROM (SELECT catalogX
FROM table WHERE card_id = D and CUR_TS < W)
GROUP BY catalogX ORDER BY count (*) DESC LIMIT
3” to find the Top3 most frequent values of catalogX in the time
window W. To extract the real-time features in M time windows
from a table with N catalogs, the above SQL needs to be issued
𝑁 ×𝑀 times. We measured the duration of executing these queries
concurrently in two popular in-memory database systems denoted
as DB-X andDB-Y. Both of them are state-of-the-art commercial in-
memory DBMS that are well-known to support HTAP workloads.

Fig. 5 shows the average execution time for extracting the real-
time features in the table above with 32 catalogs. As the number
of time windows increases, the execution time of both systems
increases proportionally. According to our experience in OLDA
workloads, the more time windows are used to extract the real-
time features, the more accurate the prediction will be. In practice,
our fraud detection system requires at least 10 timewindows (some
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catalogs may need more) to achieve an acceptable prediction accu-
racy with a requirement of sub 100ms on response time. However,
both DB-X and DB-Y cannot meet the latency requirement with
the number of timewindows larger than 3.This indicates that exist-
ing database systems are not well-optimized for concurrent TopN
queries on different columns in multiple time windows for real-
time feature extraction in OLDA pipelines.

3.2 Motivations for PMEM
With the large main memory footprint, OLDA workloads have the
following challenges.

(1) Hardware cost becomes a challenge when using this solu-
tion for OLDA applications. Due to the rapid data growth
as we observed in many applications, OLDA applications
will require more than tens of terabytes memory. DRAM
capacity per DIMM, as well as the number of DIMM slots
on the mainboard are physically limited. The demand for
huge memory would therefore translate to higher cost ei-
ther in the form of an expensive customized machine, or a
large number of regular machines organized as a cluster. In
both cases, system development and maintenance will be
increased accordingly.

(2) Due to the volatility of DRAM, most in-memory databases
still use persistent secondary storage devices (HDDs/SSDs)
as persistent/backup storage. Normally, data is periodically
synced to the secondary storage device to minimize the neg-
ative performance impact as the write performance of these
devices is orders of magnitude slower than DRAM. How-
ever, under insertion-heavy workloads, tail latency can be
too high that the strict timing requirement of OLDA appli-
cations cannot be met.

(3) Long recovery time affects the system availability. Note that
one hour of downtime per year decreases the system avail-
ability under 99.99% [21]. When recovering from failure, the
system has to reload all the data from the slow persistent
storage device. As the size of the data stored in DRAM is
huge, the recovery can be very time-consuming (can last a
few hours or even more).

PMEM provides us a more cost-efficient option to deploy ap-
plications such as our FEDB for OLDA applications. Although di-
rectly using PMEM in memory mode is the easiest way to address
the first challengewithoutmodifying existing applications, the sec-
ond and the third challenges remain unsolved as the non-volatility
of PMEM is not utilized. Hence, using PMEM in its app direct mode
to store and process all data is a better option. Previous works [8,
14, 15, 37, 48, 62, 69] have shown that persistent memory program-
ming [29] is non-trivial and error-prone. Therefore, we developed
a PMEM-based in-memory data structure for FEDB to enable in-
PMEM data consistency and recoverability without using the tra-
ditional logs/snapshots persistence techniques.

4 FEDB
In this paper, we propose FEDB, an in-memory database engine
specifically designed to support online feature extraction.
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Figure 6: Architectural Overview of FEDB on DRAM+SSD

4.1 Design overview
FEDB is responsible for feature extraction in the workflow of AI-
powered OLDA systems. To facilitate and optimize feature extrac-
tion, we have designed a SQL-like language called FEQL (Feature
ExtractionQuery Language) which can be used to define all the fea-
tures that need to be extracted from the original structured (table-
formatted) data. As shown in Fig. 6, FEDB consists of two major
components, FEQL Engine which utilizes Low Level Virtual Ma-
chine (LLVM) [67] to parse, optimize and execute the given FEQL,
and Storage Engine which stores the actual table-formatted data
with timestamps. Given the execution plan, the executors in FEQL
Engine interact with the underlying storage engine to retrieve the
actual data and compute feature as the output.

FEQL is similar to the standard SQL in many ways. FEQL in-
troduces some new syntaxes to define and execute typical feature
extraction queries more efficiently. For instance, one of the key fea-
tures of FEQL is the ability to define multiple time windows in a
single query so that those TopN queries in multiple time windows
are no longer executed in each time window individually. We will
discuss this in more details in Sec. 4.2.

The underlying storage engine of FEDB adopts a distributed
leader/follower architecture to guarantee high availability (HA) of
data using tools like Zookeeper [24]. Note that Fig. 6 shows FEDB
with DRAM+SSD, which adopts a traditional persistence model
(logs and snapshots) to make data recoverable after system reboots.
We adopt a DRAM-based double-layered skiplist as the index to
make TopN queries in multiple time windows efficient. Further-
more, to address the drawbacks of using DRAM mentioned in the
previous section, we adopt PMEM and design a PMEM-based per-
sistent skiplist to replace the DRAM-based one in FEDB so that
data persistence can be achieved without using logs/snapshots on
SSDs. We will discuss the details of the storage engine in Sec. 4.3.

4.2 FEQL Engine
FEQL Engine of FEDB adopts the state-of-the-art query compila-
tion and execution techniques that utilizes the LLVM compiler [67]
to transform the query into assembler code. FEQL engine supports
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not only the standard SQL-like commands and syntaxes like cre-
ate/drop tables, insert/delete records, projection, group by, etc., but
also allows User Defined Function (UDF) and User Defined Aggre-
gate Function (UDAF) in a similar way as MemSQL [43].

To better support real-time feature extraction, FEQL engine in-
troduces some new syntaxes and the corresponding optimizations.
Specifically, FEQL introduces a new TIME_WINDOW function
and allows multiple time windows to be defined in a single com-
mand. Note that this is different from the standard WINDOW
function in SQL, which defines a window of rows with a given
length around the current row to perform calculation/aggregation
across the set of data in the window [39]. For example, consider-
ing the table schema in Sec. 3.1, to find the Top3 values of catalog1
and catalog2, in the last 1 day/1 week for card_id D at the current
time, we can use a single FEQL query as follows:
SELECT TopN_Frequency(catalog1, 3) OVER w1,

TopN_Frequency(catalog1, 3) OVER w2,
TopN_Frequency(catalog2, 3) OVER w1,
TopN_Frequency(catalog2, 3) OVER w2
FROM table
TIME_WINDOW w1 as

(PARTITION BY table.card_id TIME_RANGE
BETWEEN 1d PRECEDING AND CURRENT TIME),

TIME_WINDOW w2 as
(PARTITION BY table.card_id TIME_RANGE
BETWEEN 1w PRECEDING AND CURRENT TIME)

WHERE table.card_id=D;
To optimize the performance of typical feature extraction queries

that involve multiple time windows, FEQL adopts an optimization
technique called time window reuse. Note that, in an FEQL query,
the largest time window always covers all the smaller ones. There-
fore, instead of processing each window one by one, FEQL only
scans the data once for the largest time window and calculates the
query result for all the time windows at the same time. Our ex-
perimental results showed that such an optimization significantly
reduces the feature extraction time for real-time features with a
large number of timewindows to explore. In addition, FEQL is also
capable of processing different columns (e.g. catalogX) in parallel.

4.3 Storage Engine
In this subsection, we present the storage engine of FEDB using
DRAM+SSD. We will present the PMEM-optimized storage engine
in Section 5.

4.3.1 DRAM-based Double-layered Skiplist. The in-memory
storage engine is mainly designed to optimize the performance of
two tasks, (1) storing timestamped table-formatted data and (2) re-
trieving data with given key and time range. We used a double-
layered skiplist as the core data structure to store all the data in
memory. As a well-known data structure for its simplicity and
intrinsic lock-free between read and write, the skiplist has been
widely integrated in many in-memory database systems such as
Redis [17] and MemSQL. The table-formatted data is defined by a
schema indicating the name and type of all the columns in a similar
way to that in a relational database. In addition, the schema also
defines which column(s) is/are timestamps and which column(s)
is/are used for time-windowed queries. More specifically, for each
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… … … kn
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Figure 7: In-memory Double-layered (Persistent) Skiplist

column the time-windowed queries have to be performed on, a
double-layered skiplist is constructed.The first layer uses the value
of the column as the key and the pointer to a second-layer skiplist
as the value. The second-layer skiplist stores the timestamps for
each value of the column as the key and the pointer to the row data
as the value. Thus, the time-windowed scan on a specific column
can be efficiently performed by searching the first-layer skiplist for
the specified ‘key’, followed by scanning the second-layer skiplist
for the given time window to locate the target ‘row_data’.

Fig. 7 (ignore the shading part of the figure at this moment) il-
lustrates an example of storing a table with one column named
key as the index column and another one named ts as the times-
tamp column. Note that if multiple index columns are defined in
the same table, only the double-layered skiplists are constructed
while the row_data is reused through the pointer in the second-
layer skiplist. This design of shared row_data is very important
to the memory space utilization as the number of columns that
the time-windowed queries are performed on can be very large in
OLDA application such as fraud detection.

4.3.2 SSD-basedPersistenceModel. FEDB adopts a persistence
model to make the data recoverable upon system restart by using
logs and snapshots, which can be found in almost all in-memory
databases such as Redis [17] and SAP HANA [18]. However, the
additional log writes have to be synced to the persistent storage,
which is quite slow on traditional HDDs and flash SSDs compared
to memory operations. Syncing logs more frequently can result
in a worse performance but less frequently may cause more data
loss when the system crashes. As FEDB is not required to support
transactions with full ACID properties, it allows users to configure
the time interval between two consecutive log syncing operations
to balance the performance and acceptable range of data loss. In
deployment, FEDB uses high-end SSDs to store the logs.
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5 PMEM-OPTIMIZED FEDB
We start by using PMEM with minimal modification in the code
of FEDB. Compared to DRAM+SSD-based storage engine (the left-
most subfigure in Fig. 8), using PMEM in Memory Mode as the
working memory for the core data structure (the middle subfigure
in Fig. 8) does not involve any code modification. Instead, a tool
provided by Intel (ipmctl [32]) is used to configure the PMEM to
make the operating system treat it as main memory. However, this
straightforward method still needs to maintain logs/snapshots on
SSD and does not utilize the non-volatility of PMEM. Using PMEM
in App Direct Mode and utilizing its non-volatility to create a new
storage engine makes it possible to guarantee data recoverability
without logs and snapshots. To achieve that, we implemented a
PMEM-based persistent skiplist, and integrate it into the double-
layered skiplist (the rightmost subfigure in Fig. 8). Our experimen-
tal results showed that , in comparison with the DRAM+SSD ap-
proach, this approach not only eliminates the negative performance
impact of syncing logs, but also achieves instant recovery upon
system restart.

5.1 PMEM-based Persistent Skiplist
Implementing a persistent skiplist for PMEM is non-trivial as it
requires additional logic to deal with the space management of
persistent memory and in-memory data consistency upon system
failure.The two main challenges in implementing a persistent data
structure are as follows:
• Atomic persistent memory allocation/release becomes

essential for the space management of persistent memory.
For example, the memory leak and dangling pointer prob-
lem may happen when system failure occur between allo-
cating the persistent memory space of an object and storing
its address persistently.
• Data consistency upon system failure becomes problem-

atic as most of the basic operations that modify in-memory
data structures cannot be done in a single CPU instruction.

As a result, when a system failure occurs, interrupting the
execution at any point in time may corrupt the entire data
structure. Therefore, extra effort must be made to guarantee
data consistency. Moreover, the memory store instruction
cannot guarantee that the data can be persisted in PMEM
unless special instructions - (CLFLUSHOPT or CLWB
followed by SFENSE, denoted as FLUSH) are executed.
Note that FLUSHing a memory object larger than 8 bytes
is not atomic [31].

We usePMDK and libpmemobj-cpp [33] from Intel to address
the first challenge by calling provided APIs to allocate/free per-
sistent memory atomically. Internally, PMDK keeps track of the
addresses of all the objects being allocated/freed in the persistent
memory so that it can undo/redo the interrupted operations during
recovery. It is still costly but saves a large amount of engineering
work to make pointer-based data structure persistent in PMEM. In
our implementation of persistent skiplist, we manually manage a
‘free list’ for the nodes of persistent skiplist to remove the alloca-
tion/release operations from the critical path of data processing.
As a result, we can benefit from the easy implementation using
PMDK without compromising the performance much.

There are two existing approaches to tackle the second chal-
lenge. The first is to implement the traditional logging/copy-on-
write (COW) algorithms within the data processing logic of the
user application itself. This approach poses the implementation
complexity to users, and also it can be error-prone. The second ap-
proach is to use the transaction support in PMDK that can guaran-
tee the atomicity of multiple memory operations, which uses COW
internally. Although both the logging/COW approaches are able
to guarantee the correctness, they are not efficient as both require
the inherent and extra write overhead. Therefore, our implementa-
tion of persistent skiplist adopts neither of them. Inspired by the
existing data structures for persistent memory [8, 15, 37, 48, 69],
we redesign the procedure of insertion, deletion and search in the
persistent skiplist to use only 8-byte atomic writes followed by a
FLUSH. By doing so, the data consistency can bemaintained upon
system failure without using expensive logging/COW.

CompareAndSwap(CAS) [66] technology is the key to main-
tain non-blocking execution in a single-writer-multi-reader sce-
nario for the persistent skiplist. However, if it operates in persis-
tent memory, we need to handle the possible inconsistency caused
by a write-after-read dependency where one thread persistently
writes new data computed/derived from the result of reading some
data that might not be persisted [65]. This can be solved by a flush-
on-read method: any read operations on such data must be pre-
ceded by a FLUSH.

To efficiently implement flush-on-read to make the CAS work
correctly on persistent memory, we leverage the vacant lower four
bits in a normal 64-bit pointer on a 64-bit machine [65]. We further
improve it by embedding both ‘deleted’ and ‘dirty’ bits into the spe-
cial pointer, denoted as SmartRef. SmartRef is essentially a 64-
bit unsigned integer (same size as the normal pointer), which uses
the lowest bit as ‘dirty’ bit and the second lowest one as ‘deleted’
bit. PersistRead() takes SmartRef as input. If it is marked dirty,
it will be FLUSHed with ‘dirty’ bit cleared.
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Algorithm 1: RebuildUpperLevel
Input: ℎ𝑒𝑎𝑑
Output: 𝑠𝑢𝑐𝑐𝑒𝑠𝑠

1 for i=1:maxHeight-1 do
2 𝑐𝑢𝑟 [𝑖] ← ℎ𝑒𝑎𝑑 ;
3 end
4 𝑐𝑢𝑟0← ℎ𝑒𝑎𝑑 ;
5 while 𝑐𝑢𝑟0 ≠ 𝑡𝑎𝑖𝑙 do
6 𝑛𝑒𝑥𝑡0← PersistRead(𝑐𝑢𝑟0.𝑛𝑒𝑥𝑡 [0]);
7 for i=1:cur0.height-1 do
8 𝑐𝑢𝑟 [𝑖] .𝑛𝑒𝑥𝑡 [𝑖] ← 𝑛𝑒𝑥𝑡0;
9 𝑐𝑢𝑟 [𝑖] ← 𝑛𝑒𝑥𝑡0;

10 end
11 𝑐𝑢𝑟0← 𝑛𝑒𝑥𝑡0;
12 end
13 for i=1:maxHeight-1 do
14 𝑐𝑢𝑟 [𝑖] ← 𝑡𝑎𝑖𝑙 ;
15 end
16 return TRUE;

Given the fact that writes in PMEM is slower than that in DRAM,
we further optimize our PMEM-based persistent skiplist by reduc-
ing the number of writes on PMEM. As shown in Fig. 7, only the
next pointers (i.e. SmartRef) on level 0 and the actual data are
stored persistently in PMEM, while those on the remaining levels
are using normal pointers in DRAM. We also developed a recov-
ery procedure to rebuild them upon system failure, which scans
the skiplist via SmartRef on level 0 and relink the pointer on
the upper level according to the height of each node. The con-
cept of rebuilding-on-recovery has been widely adopted in other
data structures for persistent memory [69]. Algorithm 1 shows
the pseudo code of rebuilding the next pointers on upper levels
upon recovery. The steps involved are as follows: (1) initialize the
iterator-like structure cur[1..max_height-1], which represents
the node the iterator of each level (except level 0) points to (line
1-3); (2) traverse the skiplist through the next pointer on level 0
(cur0.next[0] where cur0 represents which node the iterator of
level 0 points to), for every cur0, re-link the next pointers of all the
levels between 1 and the height of cur0 to point to cur0.next[0]
(line 4-12); (3) and on reaching the tail in level 0, link the next
pointer of the last node on each level to the tail (line 13-15).

The procedure of search is similar to the standard DRAM-based
skiplist except (1) the execution of PersistRead() before entering
the target node and (2) ignoring the nodes marked as ‘toDelete’.
The removal procedure starts with marking the target node as
‘toDelete‘ persistently, then utilizesCAS to update the next point-
ers (SmartRef on level 0) of the preceding nodes from the top level
down to level 0.

The insertion starts with searching for the position to insert the
new node with the provided key-value pair. After finding the pre-
ceding and succeding node, the next pointers of the new node on
each level are linked to the succeeding node, then the next point-
ers of the preceding node on each level are updated to point to
the new node. Algorithm 2 shows the pseudo code of inserting a

Algorithm 2: Insert
Input: 𝐾,𝑉
Output: 𝑠𝑢𝑐𝑐𝑒𝑠𝑠

1 𝑓 𝑜𝑢𝑛𝑑 ← find(𝐾, 𝑝𝑟𝑒𝑑𝑠 [], 𝑠𝑢𝑐𝑐𝑠 []);
2 if (!found) then
3 𝑛𝑒𝑤_𝑛𝑜𝑑𝑒 ← GetFreeNodeAndInitial(𝑉 );
4 𝑛𝑒𝑤_𝑛𝑜𝑑𝑒.𝑙𝑒𝑣𝑒𝑙 ← RandomHeight();
5 for i=0:level-1 do
6 AtomicStore(𝑛𝑒𝑤_𝑛𝑜𝑑𝑒.𝑛𝑒𝑥𝑡 [𝑖],

SmartRef(𝑠𝑢𝑐𝑐𝑠 [𝑖], 𝐹𝐴𝐿𝑆𝐸, 𝐹𝐴𝐿𝑆𝐸));
7 end
8 for i=0:level-1 do
9 while TRUE do
10 𝑝𝑟𝑒𝑑 ← 𝑝𝑟𝑒𝑑𝑠 [𝑖];
11 𝑠𝑢𝑐𝑐 ← 𝑠𝑢𝑐𝑐𝑠 [𝑖];
12 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 ← SmartRef(𝑠𝑢𝑐𝑐, 𝐹𝐴𝐿𝑆𝐸, 𝐹𝐴𝐿𝑆𝐸);
13 𝑑𝑖𝑟𝑡𝑦 ← (𝑖 == 0?𝑇𝑅𝑈𝐸 : 𝐹𝐴𝐿𝑆𝐸);
14 if CAS(pred.next[i], expected,

SmartRef(𝑛𝑒𝑤_𝑛𝑜𝑑𝑒, 𝐹𝐴𝐿𝑆𝐸,𝑑𝑖𝑟𝑡𝑦)) then
15 break;
16 end
17 if i=0 then
18 PersistRead(𝑝𝑟𝑒𝑑.𝑛𝑒𝑥𝑡 [𝑖]);
19 end
20 end
21 end
22 RemoveFromFreeList(𝑛𝑒𝑤_𝑛𝑜𝑑𝑒);
23 return TRUE;
24 end
25 return FALSE;

key-value pair, <K, V>, into the persistent skiplist. The steps in-
volved are: (1) locate the position to insert a new node withK, and
obtain the preceding/succeeding nodes at all levels through find()
(line 1); (2) callGetFreeNodeAndInitial() to get a free node (pre-
allocated via the make_persistent_atomic() API) from the free
list and initialize it with V, and the next pointers pointing to the
succeeding nodes (line 3-7); (3) starting from level 0 to top level, up-
date the next pointer of the preceding nodes at all levels to the new
node (line 8-21); (4) remove the new node from the free list (line
22). Note that whenCAS is done, only the SmartRef on level 0 in
the preceding node is marked as ‘dirty’.

6 EXPERIMENTAL RESULTS
In this section, we first present the performance of FEDB with
DRAM+SSD against two commercial in-memory database systems
named as DB-X and DB-Y under real-time feature extraction work-
loads.Thenwe evaluate the different ways of using PMEM in FEDB
under both micro benchmarks and a real-world fraud detection
workload from 4Paradigm.
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Table 2: DBMS Used in This Paper

Name In-memory Storage Engine Log Storage

D-FEDB Volatile skiplist
in DRAM NVMe SSD

PM-FEDB Volatile skiplist
in PMEM (Memory Mode) NVMe SSD

PA-FEDB Persistent skiplist, All levels persist
in PMEM (App Direct Mode) N.A.

PO-FEDB Persistent skiplist, Only level 0 persisted
in PMEM (App Direct Mode) N.A.

DB-X Commercial in-memory database
in DRAM NVMe SSD

DB-Y Commercial in-memory database
in DRAM NVMe SSD

6.1 Experiment Setup
For each database server, we have 28 Cores 2.7 GHz Xeon Plat-
inum 8280L (2 sockets, 1.75MB/28MB/38.5MB for L1/L2/L3 caches
of each socket, respectively), 384 GB (12×32GB) DRAM and 1.5
TB (12×128GB) PMEM, and we use 750 GB Intel Optane SSD DC
P4800X as storage. The OS is CentOS-7 with kernel 5.1.9-1.el7. We
use another dedicated server connected with 100GbE network to
run the in-house benchmark tool based on JMH (Java Microbench-
mark Harness) [46] which communicates with different databases
through their JAVA client. The benchmark tool can either generate
synthetic feature extraction queries or replay the traces from real-
world feature extraction workloads in our fraud detection system.
All results shown are the average of 10 runs for each experiment.

All the configurations of the databases used in this section are
listed in Table 2. The server of the D-FEDB, DB-X, DB-Y keeps the
same hardware configuration mentioned above except that those
PMEM DIMMs are replaced by 32GB DRAM DIMMs (total 768 GB
DRAM per server). D-FEDB and PM-FEDB are the same in soft-
ware implementation but different in the memory used. PM-FEDB
uses PMEM in Memory Mode as the working memory while D-
FEDB uses DRAM. D-FEDB, PM-FEDB, DB-X and DB-Y use the de-
fault log and snapshot persistence model that is commonly found
in in-memory databases. Both log and snapshot files are stored in
the NVMe SSD with ext4 file system. PA-FEDB and PO-FEDB use
PMEM in App Direct Mode to store the data persistently without
log and snapshot. As shown in Fig. 7, PO-FEDB only FLUSHs the
level 0 in the persistent skiplist, while PA-FEDB FLUSHs all the
layers. The persistent skiplist is implemented using PMDK-1.7,
libpmemobj-cpp-1.8 and memkind-1.9.

Experiment outline: We first compare the performance of the D-
FEDB with the commercial in-memory databases DB-X and DB-Y
under simulated OLDA workloads (Sec. 6.2). Then we use D-FEDB
as a baseline to compare the performance of the storage engine of
different PMEM-based FEDB variants under synthetic workloads
such as put-only and scan-after-put (Sec. 6.3.1). Lastly, we use the
real-world fraud detection workload from 4Paradigm discussed in
Sec. 2.1 to compare the impact of using different FEDB variants in
terms of latency, recovery time and total cost (Sec. 6.3.2).

6.2 Comparison with Existing Database
In this section, we evaluate the performance of D-FEDB against
DB-X and DB-Y. We report the average latency normalized to the
fastest latency. The table schema is the same as shown in Fig. 4.The
table consists of card_id (varchar(20)), timestamps (bigint),C_[1..N]
(varchar(20)) and amount(double). C_1 to C_N stand for catalog 1
to catalog N, which are the columns ready for TopN queries. The
combination of (card_id, timestamps) is the primary key. To speed
up TopN queries, we create extra indexes for all the combinations
of (catalogX, timestamps). At the data preparation stage, we first
insert 2000 card_id from pk_1 to pk_2000, and for each card_id, we
insert 1000 records with a 100 ms interval. The value of the catalog
column is generated from the set {“group1”,“group2”,…,“group10”}
randomly. When starting the test, we first insert a new record with
a random card_id as well as a series of random values for C_1 to
C_N columns. Then we execute the same TopN feature extraction
workload over multiple time windows (described in Sec. 3.1). We
consider both the insertion and a series of the TopN queries as an
entire transaction extraction procedure, and report its latency.

We performed two experiments. For the first experiment, we
fix the number of catalogs to 2 (catalog1 and catalog2 only) and
execute TopN queries over different number of time window. As
show in Fig. 9, D-FEDB consistently outperforms both DB-X and
DB-Y when the number of time windows increases from 1 to 8.
In particular, the latency (1 time window) of DB-X and DB-Y is
3.25× and 8.79× that of the D-FEDB’s latency, respectively.The la-
tency gap further increases to 4.74×, 6.94×, 8.73× (for DB-X) and
10.83×, 18.76×, 17.63× (for DB-Y) when the number of time win-
dow is increased to 2, 4 and 8, respectively. There are two factors
that improved the performance of FEDB. First, the double-layered
skiplist storage engine is optimized for the queries over a series
of time windows. More importantly, the FEQL Engine only have
to scan the data once over the largest time window and calculates
the query result for all the time windows. That is the reason why
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over Varied Number of Time Windows
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Figure 10: Latency Comparison of On-line Feature Extrac-
tion over Different Kinds of Keys

the more time windows are involved, the bigger the performance
advantage D-FEDB gains.

In the second experiment, we fix the number of timewindows to
10, and change the number of catalogs from 1 to 8. As described in
Sec. 4.3, FEDB creates different double-layered skiplist for each in-
dex.Thus the TopN queries of different catalogX can execute in par-
allel through different double-layered skiplist indexes. As shown
in Fig. 10, DB-X has 7.64×–11.05× higher latency compared with
D-FEDB, and DB-Y performs worse with 12.79× – 83.85× longer
latency than D-FEDB, respectively. On the other hand, the latency
of D-FEDB only increases 66%, 195% and 442% when the number
of the catalogs increases to 2, 4 and 8, respectively.

6.3 PMEM Optimized FEDB
In this section, we evaluate the effectiveness of using PMEM in
FEDB. We use D-FEDB as a baseline to evaluate the performance
of the different variants of the PMEM-based FEDB cluster. Since
latency is the main performance metric in OLDA pipelines, we
present the 50th/99th/9999th percentile latency [49] ( denoted as
TP-50/TP-99/TP-9999), normalized to the fastest latency.

6.3.1 Micro-benchmark. To focus on the effect obtained from
optimizing of the storage engine, we use direct operation com-
mands instead of the FEQL interface to compare the performance
of four FEDB variants summarized in Table 2. For each request
for on-line inference in the OLDA systsem, FEDB performs a new
record insertion followed by a large number of concurrent scans in
the previous time windows. When the OLDA operations are pass
to the storage engine level, it is converted into a series of put and
scan operations. The latency of a put operation is important be-
cause the scan operations have to wait until freshly generated data
is put into the database. Therefore, we first use a micro benchmark
to measure the latency of the put operation. For a fair compari-
son, we preloaded about 400GB of data into the database before
the measurement. The schema we use has a 8-byte key, a 100-byte
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Figure 11: Performance Comparison of Different FEDB’s
Variants under Micro-benchmark Workloads
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Figure 12: Latency under Real-world Workloads On Differ-
ent DBMS

value and a 8-byte time stamp (ts). By default, every table has eight
partitions and no replication.

Fig. 11a shows the TP-50 latency of put operations with varied
number of threads. As expected, due to the performance advantage
of DRAM, D-FEDB outperforms the other three configurations. In
most cases, PM-FEDB performs the worst and is unstable because
(1) the preloaded table has occupied all the DRAM cache for PMEM
in memory mode and the put operation may trigger the data to
be flushed from DRAM cache to PMEM frequently, and (2) it still
needs to sync logs to the SSD periodically.

On the other hand, the TP-9999 latency of put in both PA-FEDB
and PO-FEDB outperforms the other two configurations when the
number of threads is larger than 8 as shown in Fig. 11b. Specif-
ically, compared to D-FEDB and PM-FEDB, PA-FEDB can reduce
the TP-9999 latency by up to 36.8% and 47.3%, respectively. In addi-
tion, since the data is only persisted in the bottom level, PO-FEDB
can further reduce the TP-9999 latency by up to 48.6% and 57.1%,
respectively. Meanwhile, PM-FEDBwith theworst performance in-
dicates that when persistency is required, utilizing PMEM in App
Direct Mode is a more efficient choice.

To mimic the access pattern of AI-powered OLDA applications,
we also measure the latency of a combined operation that consists
of a put followed by a scan. As shown in Fig. 11c, although D-FEDB
has the best scan performance due to the advantage DRAM has
over PMEM in read performance, PO-FEDB still performs the best
if we consider the combined operation especially when the number
of threads exceeds 16. The TP-9999 latency can be reduced by as
much as up to 35.6% compared to D-FEDB.

6.3.2 Real-world Application Workload. We use a trace from
the fraud detection application (mentioned in Sec. 2.1) to bench-
mark our FEDB variants. FEDB applies three replicas and the to-
tal size of in-memory data is around 10 TB. We deploy two FEDB
clusters: DRAM cluster and PMEM cluster. The hardware configu-
ration of both cluster is the same as mentioned in Sec. 6.1. For a fair

comparison, we reserve 128 GB DRAM in each server in both clus-
ters for the operating system, etc. We consider the total latency of
one put operation followed by multiple time-windowed scans.

There are some interesting observations observed from the real-
world workload. First, data access can be temporally out of bal-
ance. The frequency of fraud detection requests increases signifi-
cantly before or during some public holidays as well as during the
lunch/dinner time. Second, a large number of detection requests
reach FEDB simultaneously, and it generates a series of bursts that
may cause a longer waiting time. Most of the transactions with
longer latency are issued during such “peak hour”. Third, more
than 90% of the operations are read, while more than 80% of them
are time-windowed access in this trace.

We test the fraud detection workload to evaluate on-line fea-
ture extraction latency. As shown in Fig. 12, D-FEDB yields the
shortest latency, with both the PM-FEDB and the PA-FEDB achiev-
ing comparable performance. All variants of the FEDB are much
faster than DB-X and DB-Y by approximately 30× and 600×, re-
spectively. To quantify the effectiveness of using PMEM to opti-
mize the tail latency, we focus on evaluating the performance of
the different variants of FEDB. Fig. 13 shows the normalized TP-
50/TP-90/TP-9999 latency comparison among four FEDB variants.
In particular, TP-9999, which represents the worst-case response
time, is 8.24× longer than TP-99 and 15.33× longer than TP-50
on D-FEDB, respectively. For TP-50 and TP-99, D-FEDB shows the
best performance similar to those in micro-benchmark. PO-FEDB
and PA-FEDB are 25-29% slower than D-FEDB in terms of TP-50
and TP-99, but they both outperform D-FEDB in TP-9999 latency.
Specifically, PO-FEDB shows the shortest TP-9999 latency which
is 19.7% faster than D-FEDB. Due to the additional FLUSH on the
upper layer pointers in the persistent skiplist, PA-FEDB performs
slightly worse than PO-FEDB but is still 17.2% faster than D-FEDB.
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Figure 13: Tail Latency of Different FEDB’s Variants under
Real-world Workloads

809



3,429.09

373.33

68.32

43.68

25.63

1.07

0 500 1000 1500 2000 2500 3000 3500

PM-FEDB

D-FEDB

PO-FEDB
(DEFRAGMENTATION)

PA-FEDB
(DEFRAGMENTATION)

PO-FEDB

PA-FEDB

Recovery Time (minutes)

Figure 14: Recovery Time under Real-world Workloads

The optimization of TP-9999 significantly enhances the user expe-
rience, especially during the peak hours. On the other hand, PM-
FEDB has the worst performance, which has 24.8-34.4% longer la-
tency compared with D-FEDB in all kinds of latency. This suggests
that using PMEM in a naïve way does not benefit performance.

Another benefit of using PMEM in App Direct Mode in FEDB is
the much shorter recovery time upon system failure. Fig. 14 shows
the recovery times of the six configurations. We added an option
to execute PMEM space defragmentation after failure for PA-FEDB
and PO-FEDB. D-FEDB and PM-FEDB have much longer recovery
time compared with PA-FEDB and PO-FEDB because they have
to load all the data from the snapshot on the SSD and replay the
log. PM-FEDB requires 9.18× longer recovery time compared with
D-FEDB. Since each PMEM server in the cluster has significantly
more memory, PM-FEDB has to load more data from the SSD. This
longer recovery time is also due to the inferior write performance
of PMEM compared to DRAM. PA-FEDB is able to save 99.7% recov-
ery time because it persists all the data in PMEM. As mentioned in
Sec. 5.1, PO-FEDB needs to rebuild the pointer on the upper level
of each node by scanning all the nodes through the pointers on
level 0 of the skiplist.Thus, the recovery time of PO-FEDB is longer
than that of PA-FEDB. Although PMEM space defragmentation in
PO-FEDB and PA-FEDB is time consuming, the recovery time of
both PO-FEDB (with defragmentation) and PA-FEDB (with defrag-
mentation) can still be reduced by 81.7% and 88.3% compared to
D-FEDB, respectively.

We also compare the overall cost between the original FEDB and
the PMEM-optimized solution. As shown in Table 3, after exclud-
ing the DRAM space reserved for the operating system, etc, our
PMEM server has 1.5 TB of PMEM and 256 GB of DRAM to store
all of FEDB’s data including both in PMEM and in DRAM (such
as the upper layer of the skiplist). On the other hand, the DRAM
server has 640 GB DRAM after reserving the same DRAM space
as PMEM server. When deployed for fraud detection using DRAM
server, the OLDA system will need sixteen DRAM servers to store

Table 3: Cost Comparison: DRAM vs PMEM

DRAM Server PMEM Server
Memory Capacity 768 GB 1920 GB
DRAM 24×32GB 12×32GB
DRAM reserved for OS, etc 128GB 128GB
PMEM N.A. 12×128GB
# of Servers Needed for
the real-world trace 16 6

Normalized Cost 1 41.6%

all the tens of TB of in-memory data. The number of servers de-
creases to six if using PMEM servers. Both the lower dollar per
GB of PMEM as well as the cost decreasing due to involving fewer
servers (such as less power cost per year, etc) bring the cost reduc-
tion of PMEM server solution. PMEM server solution brings an
overall cost that is 58.4% lower than the DRAM solution. Similar
cost-saving result has been published previously [30].

7 CONCLUSIONS AND FUTUREWORK
In this paper, we have described and analyzed the entire workflow
of AI-based OLDA applications using the example of a fraud detec-
tion pipeline from 4Paradigm. We have identified real-time feature
extraction as the key performance bottleneck in OLDA applica-
tions. This prompted us to propose FEDB, a distributed in-memory
database system designed to efficiently support real-time feature
extraction in OLDA pipelines. FEDB can be one to two orders of
magnitude faster than state-of-the-art in-memory databases under
the real-world fraud detection workloads. To further reduce the
total ownership cost of FEDB, we propose taking advantage of In-
tel’s OptaneDCPersistentMemoryModule (PMEM), and extended
FEDB with a PMEM-optimized persistent skiplist. Our experimen-
tal results show that PMEM-based FEDB can shorten the tail la-
tency up to 19.7%, reduce the recovery time up to 99.7%, and save
up to 58.4% of the total cost of OLDA system compared to FEDB
using DRAM+SSD.

We are currently working on preparing a utility library to allow
users to use our persistent skiplist1. Meanwhile, we are also work-
ing on integrating SparkSQL with FEDB2. This will allow Spark-
SQL users to use FEDB to seamlessly accelerate their AI-powered
applications.
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